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Motivation

为什么要做夸夸聊天机器人？

• 可以缓解压力
• 被夸是有治愈作用的，当一个人自我否定时，被夸能修复受挫的
自尊心，也能让我们产生“我还不错”的喜悦感

4



Unified Language Model



Unified Language Model

• Language Model (LM)
⇒ learn contextualized text representations

• Prediction tasks and training objectives:
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Unified Language Model

• UNIfied pre-trained Language Model (UNILM)
⇒ for both NLU and NLG

• a multi-layer Transformer network, 3 types of unsupervised
language modeling objectives
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Unified Language Model

Go to 2.1 Go to 2.2 Go to 2.3 7



Unified Language Model

1. Input Representation

• Input sequence x = x1 · · · x|x|
⇒ a contextualized vector representation

• [SOS] and [EOS]:
[EOS] not only marks the sentence boundary in NLU tasks, but
also is used to learn when to terminate the decoding process in
NLG tasks

• token embedding + position embedding + segment embedding

Framework
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Unified Language Model

2. Backbone Network: Multi-Layer Transformer

• {xi}|x|i=1 ⇒ H0 =
[
x1, · · · , x|x|

]
⇒ Hl =

[
hl

1, · · · ,hl
|x|

]
Hl = Transformer l

(
Hl−1) , l ∈ [1,L]

•

Q = Hl−1WQ
l , K = Hl−1WK

l , V = Hl−1WV
l

Mij =

{
0, allow to attend
−∞, prevent from attending

Al = softmax

(
QK⊤
√

dk
+ M

)
Vl

Framework
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Unified Language Model

3. Pre-training Objectives

• Unidirectional LM: L2R and R2L LM objectives
• Bidirectional LM
• Sequence-to-Sequence LM
• Next Sentence Prediction (for bidirectional LM)

Framework
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Unified Language Model

4. Setup

• 1/3 of the time for bidirectional LM objective
• 1/3 of the time sequence-to-sequence LM objective
• 1/6 for both left-to-right and right-to-left LM objectives
• BERTLARGE initialized
• 24-layer Transformer, 1024 hidden size, 16 attention heads, 340M
parameters in total

• 15% token masking probability, 80% of the time randomly mask
one token and 20% of the time mask a bigram or a trigram
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Experiments

• Douban Kuakua Group, 6w+ utterances, 20+MB
• hidden size: 768, attention heads: 12, hidden layers: 12
• 50 epochs: loss & learning rate
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Experiments

13



Future Work



Future Work

• 训练是针对单轮对话进行的，未来会探索多轮夸夸对话；
• 收集更多数据，训练效果更好的基于 unilm的夸夸对话模型；
• 探索多模态夸夸，使模型具有表情包等图像理解能力。
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